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Abstract The thermal performance of data centers is numerically studied for different configura-

tions of computer room air conditioning (CRAC) units and physical separations of cold and hot

aisles. Temperature distribution, air flow characteristics and thermal management of data centers

racks array are predicted and evaluated for the different arrangements. Measureable performance

indices: supply/return heat index (SHI/RHI), return temperature index (RTI) and return cooling

index (RCI) are used to measure the thermal management effectiveness of data center racks. The

results showed that: (i) hot air recirculation, cold air bypass and the measurable performance

indices of the racks strongly depend on the racks location in the racks array, (ii) the CRACs units

layout affects the thermal managements of the racks array especially the sides and middle racks in

the array, and (iii) using cold aisle containments enhances the thermal performance of the data

center.
� 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The requirements of reducing IT server’s sizes, increasing ser-
ver’s power density and maintaining energy efficiency repre-
sent a challenge of the cooling system design of data center.

The cooling system must be designed to maintain the server’s
operating temperature within the reliable limits whatever the
server’s power density. At the same time the energy consump-

tions of the cooling system must be maintained as minimum as
possible. Increasing server’s power density dramatically rises

the energy consumption in data center cooling [1–3]. Efficient
air distribution, cooling and thermal management systems in
data centers are required to satisfy these requirements. Manag-

ing airflow for cooling IT servers enhances cooling system
effectiveness and reduces energy consumption. Server’s racks
and cooling units (CRACs) arrangements in data centers
strongly affect the air distribution and thermal management

of data centers. Hot air recirculation and cold air bypass
around the server’s racks are the main problems of reliable
operation and energy consumption of data centers. Hot air

re-circulation from the rack rear to the rack front is expected
in open aisle data centers (Fig. 1), and causes non-uniformity
and elevation of air temperatures at the server’s intakes [3].
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Nomenclature

Cp specific heat (J kg�1 k�1)

CRAC computer room air conditioning
F body force (N)
_m mass flow rate (kg s�1)
T temperature (�C)
Tref reference temperature (�C)
Q power dissipation (W)
U velocity (m s�1)

RHI return heat index
RCI return cooling index
RTI return temperature index

SHI supply heat index
r opening ratio of perforation tile

Superscripts

r rack
c CRAC

Subscripts
in inlet

out outlet
ref CRAC supply
max-rec maximum-recommended

max-all maximum-allowable
min-rec minimum-recommended
min-all minimum-allowable
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Some servers will receive cold air (bottom servers) and other
servers may receive hot re-circulated air (edge and top servers)

resulting in the server’s inlet air temperature exceeding the rec-
ommended limit (27 �C). Typically, pushing more supply air or
lowering the supply air temperature is required just to keep

these edge and top servers below this limit. In this case, the
bottom servers will be over-cooled resulting in wasted cooling
energy. Therefore, it is necessary to predict the non-uniformity

in the air temperature distribution entering the rack and cor-
rect for this issue to ensure reliable operation of server’s racks.

Most of the recent data centers studies are devoted to
enhance the design to solve the air recirculation and bypass

problems [3]. There is a recent interest in predicting air flow
and temperature distributions in data centers using CFD
codes. Most of the CFD studies were validated using results

of experimental studies of air temperature measurements in
data centers. An early study on floor tile airflow was per-
formed by Kang et al. [4]. The study showed that a simple

model of the raised floor plenum can predict the air flow dis-
tribution through the various tiles. Schmidt et al. [5] studied
the effect of plenum depth and perforation area on airflow dis-
tribution through the perforated tiles with different arrange-

ment of data center using measurements and predictions via
a compact model [6]. Patankar [7] carried out a CFD study
for airflow distribution through the perforated tiles of raised-

floor plenum. The pressure above the raised floor is assumed
uniform to limit the domain of the study for the raised floor
plenum. Abdelmaksoud [8] showed that the strongest factors

influencing and improving the data centers CFD simulation
Figure 1 Example of a t
results are the inclusion of correct tile flow model, buoyancy,
and realistic turbulent boundary conditions. A practical tile

flow model using momentum source was developed to correct
the global values of mass and momentum of air jets issuing
from the perforated tiles. Kim [9] conducted a study on the dis-

tribution of cooling air flow in data centers for two of the most
promising types of the floor tiles; fan-assisted tiles and tiles
with louvers. The fan-assisted tile was sits under a traditional

perforated tile in order to enable a variable local tile flow rate.
The study recommended that the active tile can be used with a
control system to avoid hot spots by varying the local flow rate
at a particular rack location depend on a monitored tempera-

ture or some other variable. Schmidt and Cruz [10] studied the
effect of air flow distribution from the perforated tiles on the
racks air intake temperatures using CFD tool called Tileflow.

The effects of the plenum and opening ratio of the perforated
tiles rack intake temperatures were investigated. Cho et al. [11]
numerically studied the performance of the cooling system and

IT racks thermal management in a data center of high power
density. Cooling efficiency of different configurations of air
distribution systems are studied and compared using CFD
analysis. Schmidt [12] used CFD modeling to numerically

study the effect of the different design parameters in a real data
center on air flow uniformity from the perforated tiles. The
CFD results were validated against experimental tests results.

Bhopte et al. [13] studied the effect of plenum height, ceiling
height and location of floor tiles on data center air flow
distribution and rack inlet air temperature for 12 kW racks

power density. Patankar [14,15] studied the effects of the
ypical data center [3].
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opening area of the perforated tiles and plenum depth on air-
flow distribution using an idealized one-dimensional CFD
model and other various techniques. Sharma [16] studied the

effects of the widths of cold and hot aisle and ceiling height
on the thermal performance of data centers. The study showed
that optimization of data centers cooling can be achieved using

the dimensional parameters supply heat index (SHI) and
return heat index (RHI). Zhang et al. [17] studied air flows
characteristics through the perforated tiles of a plenum test

facility. Ibrahim [18] studied the effects of power density vari-
ation, airflow rate mass of IT equipment on data center ther-
mal performance. The results showed that the IT equipment
mass plays an important role in how slowly or quickly the

facility temperature falls or rises. More recently, Nada et al.
[19–23] studied the effects of perforated tiles opening ratio,
racks power density, racks power distributions schemes and

using cold aisles partitions and containments using a scale
physical and CFD models for data center.

The above literature illustrates that many researches have

included the under floor plenum in the CFD simulation in order
to investigate the perforated tile air flow distribution assuming a
uniform pressure in the data center room as its variations are

very small compared with perforated tiles the pressure drop.
Other researchers have modeled the plenum only without simu-
lating above the floor and studied the effect of perforation area
and plenum height on air flow distribution. Detailed comprehen-

sive study on the effects of server’s racks and CRACs distribu-
tion and arrangements on the air distribution, temperature
distribution and thermal management in data centers are not

available. In the present paper, the effects of data centers racks
and CRACs distribution and arrangement and the effect of
Figure 2 CFD data center physical model
using different configurations of cold aisle containment in each
arrangements on the air flow characteristics and thermal perfor-
mance of the data centers are to be investigated. Supply/return

heat indices (SHI/RHI), return temperature indices (RTI) and
return cooling indices (RCI) are used as measureable overall
thermal performance parameters of data centers.

2. Physical model

Fig. 2 illustrates the schematic of the physical model considered
in this study. A data center room of dimensions
6.71 � 5.49 � 3.0 m was considered as the physical model of

the present investigation. The data center houses 14 server’s
racks, each has a power of 3.5 kW. The racks are arranged in
two rows, each row houses seven racks, with a spacing 1.22 m
between the two rows. The racks rows are arranged to be at

1.22 m distance from the room walls. A typical rack dimension
(W � D � H) of 0.610 � 0.915 � 2.0 m is considered in this
study. Each rack is assumed to include four server’s chassis of

dimensions 0.610 � 0.915 � 0.5 m. To model the server’s heat
generation, heat generation was considered at the server surface.

A typical raised floor plenum of depth 0.6 m and perforated

tiles of 0.6� 0.6 m size with an opening ratio of 25% are used
for all the analyses. The cold aisle accommodates fourteen perfo-
rated tiles to provide the supply cold air to the fourteen racks. All

tiles are assumed to give the air flow rate at the same temperature
(12 �C) to all racks. The hot air discharged from the rack servers
flows out from the room through ceiling vents. Six ceiling air out-
lets (three in each hot aisle between each row of rack and the

room wall) are used for this purpose. Two layout arrangements
(Layouts 1 and 2) of CRACs distributions in the data centers
and different layouts of CRAC(s) units.



Table 1 Data center-CFD model boundary conditions.

Boundary condition Symbol Equation Value

Inlet airflow velocity U0 – 1 ms�1

Tile flow rate Qt Qt = U0 Atile 0.294 m3 s�1

Inlet air temperature T0 – 12 �C
Server flow rate Qs Qs = Qt/4 0.0735 m3 s�1

Server heat

generation

Ps Ps = q cp Qs DT 875 W

Tile porosity rt – 25%

Rack porosity rr – 35%
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are studied. In layout 1, two CRACs units are used, one in each
side of the cold aisle tiles row. In layout 2, one CRAC unit is
located in one side of the racks row. The total cooling capacity

of the CRACs unit(s) in the tow arrangements are the same.
The CRACs units discharge the cold air at 12 �C to the plenum
underneath the raised floor. The data center CFDmodeling firstly

modeled the distribution of air flow in raised floor plenum and
the tiles. Secondly, the data center room starting from the perfo-
rated tiles was modeled. The velocity components in perforated

tiles needed in the data center room model are exported from
the plenum and tiles modeling. Fig. 2 gives full details of the phys-
ical model and the two layouts arrangements of the CRAC(s)
units. The dashed line shown in section A-A of Fig. 2 represents

cold aisle compartment that will be proposed and discussed in sec-
tions 5-2 and 5-3 for data center thermal enhancement.

To simplify the meshing details of tiles perforations, the

method presented by Abdelmaksoud et al. [8] for accurate simpli-
fication of the momentum source was utilized in the present study.
The method adds a body force filed above the tiles to correct the

momentum deficit of flow through a fully open tile to accurately
resemble a perforated tile. The required body force was given by:

F ¼ 1

V
qQ

Q

rAtile
� Q

Atile

� �
ð1Þ

where V is the body force computational volume, q is density
of air density, Q is fully open tile air flow rate, r is the opening
ratio of perforation tile and Atile is tile fully open area. A

0.534 � 0.534 � 0.01 m computational volume above each per-
forated tile was considered and the body force was calculated
using Eq. (1). The flow through the server is modeled by spec-

ifying a fixed mass flow rate in and out of each server. A typ-
ically perforation factor of 0.35 was assumed for each rack.
Similar to the perforated tiles, a momentum source was consid-

ered behind each server. A 0.610 � 0.500 � 0.0763 computa-
tional volume is considered for the server body force.
Gambit software was used to mesh the model using tetrahe-
dron elements. Refined mesh elements were used around ser-

vers, perforated tiles and room outlets.

3. Mathematical formulation

This section introduces the governing equations and boundary
conditions used to simulate the fluid flow and heat transfer in a
data center thermal model. In order to model the flow in a

domain on the scale of a data center, turbulent transport must
be included. Since the readers have some background in the
field, a complete derivation of the equations will not be

included. The resulting coupled partial differential equations
with complex boundary conditions are solved numerically
using the finite volume discretization method in the three-

dimensional data center computational domains.

3.1. Governing equations and numerical solution techniques

Mass, momentum and energy conservation equation applied

on infinitesimal fixed control volume are derived. In order to
model the flow in a domain on the scale of a data center, tur-
bulent transport is included. The obtained nonlinear coupled

equations are solved in order to determine the flow velocity,
temperature and pressure distributions in space and time.
These equations are typically solved by using numerical tech-
niques for most problems of any significant complexity. These
techniques typically reduce the differential to algebraic equa-
tions to be solved in the flow filed using grid meshes. Because

of the low Mach number (�0.3) nature of the data center flow
environment, the air can be treated as incompressible flow; in
addition, the effects of natural convection are not considered.

In data centers, the air enters the plenum from the CRAC and
circulates through the plenum and the room volume and
returns to the CRAC so that the air volume is constant.

The conservation of momentum for an incompressible, New-
tonian fluid is applied. The effect of turbulent transport must be
accounted for using the Reynolds averaged form of the govern-
ing equations. Because of the nonlinear aspect of the conserva-

tion of momentum equations, additional terms arise that
correspond to the turbulent stresses (Reynolds stresses). These
additional terms must be related to the averaged flow variables

using a turbulence model. A straightforward approach to
account for the turbulent transport in the averaged Navier–
Stokes equations is to introduce a turbulent viscosity mT, which
is not a constant like the fluid viscosity but must be determined
in terms of the averaged flow variables [24].

The conservation of energy law comes from the first law of

thermodynamics for a control volume and the results in a
transport equation for the energy of the system. The thermal
energy equation must also be modified to account for turbu-
lent energy transport in a manner similar to the momentum

equations. Although a data center model of the most accurate
detail will include heat source at the server level, for the sim-
plicity of this work, a black-box approach of fixed heat dissi-

pation will be used for each rack. As discussed previously,
studies have shown that the details of the server racks do not
contribute very much to the entire data center model.

The system of conservation equations is solved numerically
under the boundary conditions of the problem. Table 1 gives
the boundary conditions for the CFD modeling of data center.

The server air flow rate is estimated from the server heat gen-
eration and allowable predefined air temperature difference
across the server (10.19 �C [2]). The simulation was run using
CFD-Fluent-Solver using k-Epsilon turbulence model. A

0.001 convergence criterion of the root mean square of the
equation residuals was set. The results were processed and ana-
lyzed using CFD-Post. The two commercial CFD packages

ANSYS FLUENT 14 and grid-generation software GAMBIT
2.4.6 are used for data processing, analysis and presentation.

3.2. Data center performance parameters indices

Several non-dimensional key parameters were used in the litera-
ture as scalable indices of performance parameters for data
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centers. The key parameter of data center cooling performance is
the temperature distribution. Data center elements such as ser-
ver, rack, perforated tile, and CRAC unit are thermally charac-

terized by its intake and discharge temperatures. All the
performance parameters are based these temperatures and a ref-
erence temperature which is normally the supply temperature

from the CRAC (Tref.) Due to heat gain in raised floor and infil-
tration and recirculation of hot air through the racks and hot
aisles (see Fig. 1), the rack intake air temperature becomes higher

than this reference temperature. Similarly, due to infiltration,
short circuiting and bypass of cool air from the tiles and cold
aisles, the return air temperature to the CRAC becomes lower
than the exhaust air temperature from the rack. The data center

performance indices are used to evaluate and quantify cold air
bypass and short circuit, hot air recirculation and energy effi-
ciency in data centers. Enhancement of data center performance

means minimize hot air recirculation, cold air bypass, and cold
air short-circuiting to CRAC inlet. Three key indices: rack cool-
ing index (RCI), supply and return heat indices (SHI & RHI),

and return temperature index (RTI) are used in the literature
as indices of data centers performance.

The work in which RCI was firstly introduced was con-

ducted by Herrlin [25]. This index relates the rack inlet temper-
atures with its allowable and recommended ranges for reliable
facility continuous operation [26], see Fig. 3. Over-temperature
means that the server intake temperature exceeds the maxi-

mum recommended one. The total over-temperature is the
summation of over-temperatures of all rack servers. Similarly,
under-temperature means that the intake temperatures

becomes below the minimum recommended. The recom-
mended limits are normally given by codes and guideline
[25–26]. Two RCIs, namely RCIHI and RCILO, were used to

measure the server’s intake temperatures with respect to these
limits. RCIHI and RCILO measure the over and under-
temperatures, respectively and can be defined by [25]:

RCIHI ¼ 1� Total over temperature

Maxallawable over temperature

� �
100% ð2Þ

RCILo ¼ 1� Total under temperature

Maxallawable under temperature

� �
100% ð3Þ

100% RCIHI is considered the ideal case where no over-
temperatures exist at any rack. The lower the RCIHI means

the increase in the probability of the equipment to be above
maximum allowable temperature. A typical value of RCIHI

in the range 91–96% can be considered as acceptable range

of operation however a value below 91% is considered as a
poor range of operation [25]. The RCILO can be considered
Figure 3 Definition of total over-temperature and total under

temperature [26].
as the complement to RCIHI, especially, when the supply con-
dition is below the minimum recommended temperature. Dif-
ferent values of the maximum allowable over and under

temperatures are defined by different data centers guideline
and standard. Therefore these indices are a relative measure
to the applied standard and guideline.

RCIHI may be enhanced by supplying more airflow rate
and decreasing the supply air temperature but doing this needs
more cooling energy. Therefore, the RTI index is used to mea-

sure the energy performance of data center air management
system. RTI is defined by [27]:

RTI ¼ Treturn � Tsupply

DTequipment

� �
� 100% ð4Þ

The RTI can also be defined as the ratio of CRACs airflow
rate to the racks airflow rate. RTI above 100% indicates the
existence of hot air re-circulation and the rise of server’s intake
temperatures. RTI below 100% indicates the existence of cold

air by-pass around the racks and go back directly to the
CRAC reducing its return temperature. This almost occurs
in case of increasing supply airflow to eliminate server’s hot-

spots. A 100 % is the target of RTI for efficient energy
performance.

The supply heat index (SHI) is defined as the ratio of the

heat gained by the cold air before entering the racks to the
total heat gain by the air after leaving the rack. SHI can be
expressed in terms of rack inlet, rack outlet and CRAC outlet

temperatures as follows [25]:

SHI ¼
P

j

P
i ððTr

inÞi; j� TrefÞP
j

P
i ððTr

outÞi; j� TrefÞ

( )
ð5Þ

The return heat index (RHI) is defined by:

RHI ¼
P

j

P
iMkCpððTc

inÞk� TrefÞP
j

P
i m

r
i;jCpððTr

outÞi; j� TrefÞ

( )

¼ Total heat extraction by the CRA Cunits

Total Enthalpy rise at the rack exhaust
ð6Þ

RHI can be considered as a complement to SHI as it is clear
from Eqs. (5) and (6) that

SHIþRHI ¼ 1 ð7Þ
4. Grid Independent study and model validations

Grid refinement study has been conducted to reach the mini-

mum grid size that does not affect the numerical solution
and insure grid independent results. The overall performance
parameters indices (SHI, RHI and RTI) were calculated from

the results of different meshes sizes to find the grid independent
size. Results of grid independent study are illustrated in
Table 2.

As shown in the table 3220343 mesh grid size is used.

To validate the present numerical model, the results were
compared with the results of the numerical work of Fernando
[28]. The temperature distribution obtained from the present

simulation was analyzed and compared with the values
obtained by Fernando [23] for 40 different points on an XY
plane above the server’s tops in each rack as shown in

Fig. 4. The temperature distribution comparison between the
model and the Fernando [28] results are illustrated in Fig. 5.
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Figure 5 Comparison between present results and Fernando [28]

for temperature measurement points on lines 1 and 2.

Figure 4 Temperature measurement points in the XY plane.

Table 2 Effect of different grid size on measureable overall

performance parameters (SHI, RHI and RTI).

Mesh Right

rack

RTI

Left

rack

RTI

Right

rack

SHI

Left

rack

SHI

Right

rack

RHI

Left

rack

RHI

3,220,343 121 121 0.2 0.19 0.8 0.81

3,593,599 121 121 0.2 0.19 0.8 0.81

4,231,343 121 121 0.2 0.19 0.8 0.81
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As shown in the figure, a fair agreement between the present
model and Fernando measurements [28] exists.
5. Results and discussion

Numerical experiments were conducted for different layouts
arrangements of CRACs units distributions and different con-
figurations of cold aisle containments. In each experiment, air

flow and temperature distributions in the data center are
obtained and analyzed. The data center performance index
matrices SHI, RHI, RTI and RCI are calculated from the tem-

perature distribution results. In the following sections the
effects of CRACs layouts arrangements and the different con-
figurations of cold aisle containments on the flow and temper-

ature distribution and data center performance indices are
analyzed and discussed.

5.1. Effect of CRACs layouts arrangements

The distribution and uniformity of the perforated tiles air flow
is controlled by several factors such as plenum depth, size of
flow obstructions such as cables and pipes in plenum space,

layout of CRAC units with respect to the racks, tiles layout,
size, and opening area and flow resistance. These factors affect
the pressure distribution in the plenum space and control the

flow through the perforated tiles of the data center. The
CRACs layout and their locations with respect to the racks
and perforated tiles can be considered as one of the data center

design parameters that may affect the thermal management of
the data center. Two CRACs layouts are studied; in the first
layout (layout 1) the CRACs are equal distributed on the

two sides of the racks rows while in the second layout (layout
2) the CRACs are located on one side of the racks rows. These
are the common layouts in data centers. To compare between
the two layouts, the total air flow of the CRACs is maintained

the same.
Fig. 6 shows the air flow rates throw the perforated tile in

front of each rack of the racks row for the two layouts. The

air flow rates distribution is obtained from the modeling of
the air plenum with the perforated tiles. For layout 1, the fig-
ure shows that the air flow rate is symmetric around the middle

rack due to the symmetry of the problem (equal distribution of
Perforated tailes no
PT 1 PT 2 PT 3 PT 4 PT 5 PT 6 PT 7
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Figure 6 Flow rates in perforated tiles for layouts 1 and 2 (kg/s).



CFD investigations of data centers’ thermal performance 965
the CRACs on both sides of the racks row) where the air flow
rates and consequently the air discharging velocity appears
small in the tiles near the CRACs and increases until it reaches

its maximum in the middle (fourth) perforated tile (PT4). This
air flow distribution agrees with the results of Schmidt [5] who
showed the same trend. However, for layout 2, Fig. 6 shows

the air flow rate and consequently the air velocity increases
as the number of the rack in the racks row increases from
PT1 to PT7.

Fig. 7 shows the temperature distribution around the first
(PT1, PT7) and middle racks (PT4) of the racks row in layout
First and last racks (PT1, PT7)
(a) Layou

First rack (PT1) 
(b) Layout 

Figure 7 Temperature distribution a
1 and around the first (PT1) and the last (PT7) racks of the
racks rows of layout 2. As shown in the figure, a high bypass
of the cold air from the cold aisle to the hot aisle occurs at the

middle rack in layout 1 and at the last rack in layout 2 and
high recirculation of hot air from the hot aisle to the cold aisle
occurs at the first and last racks in layout 1 and at the first rack

in layout 2. This hot air recirculation may lead to hot spots at
the servers of these racks. This can be attributed to the air flow
rate distribution along the racks row (see Fig. 7) where increas-

ing the supply air flow rates causes cold air bypass and decreas-
ing the supply air flow rates causes hot air recirculation.
Middle rack (PT4) 
t 1 

Last Rack (PT7)
2 

t the first, middle and last racks.
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Figure 9 Effect of rack numbers on RCI for layouts 1 and 2.
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Figure 8 Effect of rack numbers on RTI, SHI and RHI for

layouts 1 and 2.
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Fig. 8 shows the distribution of the performance indices
RTI, SHI and RHI of the different racks in the racks row

for the two layouts of the CRACs unit. For layout 1, the
figure shows the symmetry of RTI, SHI and RHI around
the fourth rack due to the symmetry in air flow rates. The
figure also shows the decrease in RTI and SHI and the

increase in RHI of the rack as the rack number in the rack
row increases until the fourth rack. This can be attributed to
the increase in the air flow rate and air velocity with increas-

ing the number of the rack in the row. Increasing the air
flow rate decreases the temperature of the zone around the
rack servers and increases the possibility of the cold air
bypass above the rack and this decreases SHI to the recom-
mended value < 0.2 (good) and decreases RTI to be below

the recommended value 0.92–1 (bad). The figure also shows
that SHI of the middle rack lies in the recommended range
(<0.2) however RTI lies below the recommended range

(0.92–1). Moreover increasing air flow rates at the middle
of racks and consequently the reduction of the air flow rates
in the first and second racks leads to recirculation of the hot

air from the hot aisle to the cold aisle at the first and second
racks and this leads to the increase in RTI and SHI to be
outside the recommended range (RTI becomes more than
100 % and SHI becomes more than 0.2).

For layout 2, Fig. 8 shows that RTI and SHI are very
high at the first rack and then they decrease as the rack
number increases until they reach minimum at the last rack.

The trend of RHI is the opposite. This can be attributed to
the increase in the air flow rate with increasing the rack
number until it reaches maximum at the last rack. This

causes high recirculation of the hot air at the first rack
(RTI > 100) where the air flow rate is very low and the high
cold air bypass at the last racks where the air flow rate is

very high.
The effect of the rack number in the row on RCI is shown

in Fig. 9 for the two layouts. For layout 1, Fig. 9 shows that
RCIHI for the first rack is less than 80% (poor) and it increases

with increasing the row number reaching 95% at the second
rack (acceptable) and reaching its upper limit (100%) at the



First rack Middle rack 

Figure 10 Temperature distribution at the first and middle racks of layout 1 with roof top containment.
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middle rack. On the other hand, RCILO parameter at the first
rack is 100% and it decreases as the rack number increases

until it becomes less than 70% (poor) at the middle rack. These
trends of RCIHI and RCILO in layout 1 can be attributed to
that the lower air flow rates at the first rack causes more

recirculation of hot air from the hot aisle to the cold aisle
and this increases the rack inlet temperature which leads to
lower RCIHI. Increasing the air flow rate by increasing the

row number eliminates this recirculation of the hot air. At
the middle rack where the air flow rate becomes very high,
the rack does not have any over temperature at the rack inlet
(RCIHI = 1) and more bypassed cold air from the cold aisle to

the hot aisle is expected.
For layout 2, Fig. 9 shows that the low tiles air flow rates at

the first rack and the high tiles flow rates at the last racks

adversely affect RCI parameters. This can be attributed to
the hot air recirculation at the first rack and the cold air bypass
at the last racks, respectively. The low air flow rate at the first

rack increases the inlet air temperature, hence the RCIHI drops
to 55% which is a very bad condition. The high air flow rate at
the last rack decreases the inlet air temperature, hence RCILO
drops to 75% which is also very bad.

The trends of RTI, SHI, RHI, RCI HI and RCI Lo that
are shown in Figs. 8 and 9 are supported by the temperature
distribution around the first, middle and last rack that are

shown in Fig. 7, where hot air recirculation at the first rack
and last racks and cold air bypass at the middle rack are
noticed for layout 1, and hot air recirculation at the first

rack and cold air bypass at the last racks are noticed for
layout 2.

5.2. Enhancement of thermal management of data center of
layout 1 using top cold aisle containment

In the previous section it was observed for layout 1 that the
low tiles air flow rates at the first and last racks in the row

and the high tiles air flow rates at the middle rack cause cold
air bypass at the middle rack and hot air recirculation at the
first and last racks and this adversely affects RTI and SHI.
These problems can be solved by adding a roof top contain-
ment (a cover plate between the top surfaces of the racks

row along the entire cold aisle) as shown by the dashed line
in Fig. 1.

Fig. 10 shows the temperature distribution around the first

and middle racks after putting the cold aisle containment.
Comparing these temperature distributions with the ones
shown in Fig. 7-a (without top containment) reveals that put-

ting cold air containment eliminates the cold air bypass at the
middle rack and the hot air recirculation at the first and last
racks.

Figs. 11 and 12 illustrate the comparison between the

indices parameters RTI, SHI, RHI and RCI of the two cases
of layout 1; with and without top roof containment. As shown
in the figures, adding roof top containment at the cold aisle

improves the RTI, SHI, RHI and RCI; where both of RTI
and SHI decrease to be within the recommended range about
110% and 0.2, respectively and RCIHI parameter increases to

be within the recommended range about 95 % (acceptable).
This can be attributed to the elimination of both hot air recir-
culation from the hot aisle to the cold aisle at the first and last

racks and the cold air bypass from the cold aisle to the hot aisle
at the middle rack.

5.3. Enhancement of thermal management of data center of
layout 2 using top and side containments for cold aisle

In the previous section it was observed that when the CRACs
units are located on one side of the racks row, the low tiles air

flow rates at the first rack in the row and the high tiles flow
rates at the last racks (see Fig. 3) cause cold air bypass at
the last racks and hot air recirculation at the first rack and this

adversely affects RTI, SHI and RCI. These problems can be
solved by adding a roof top (a cover plate between the top sur-
faces of the racks row along the entire cold aisle) and side’s
containments (the end sides of the two rows are closed by

cover plates) of the cold aisle. Two arrangements are suggested
and investigated. The first arrangement (arrangement I) uses
side containment at the side of the last rack in the row and
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the second arrangement (arrangement II) uses top contain-
ments above the last four racks in addition to the side contain-
ment used in arrangement I.

Fig. 13 illustrates the temperature distribution of the
three cases, without containment, arrangement I and
arrangement II. As shown in the figure, adding side and
roof top containments at the cold aisle eliminates the hot

air recirculation from the hot aisle to the cold aisle at the
first and second racks and the cold air bypass from the cold
aisle to the hot aisle at the middle rack. The figure also

shows that the enhancement of arrangements II is much bet-
ter than that arrangement I
Fig. 14 illustrates the comparison between the indices
parameters RTI, SHI and RHI of the two arrangement cases
with the basic case of layout 2 (without containments). As

shown in the figure, adding side containment at the last rack
of the cold aisle (arrangement I) causes slight changes in
RTI, RHI and SHI but cannot decrease the recirculation

and bypass of air in the data center. However using the side
and top containments (arrangement II) improves the RTI,
SHI and RHI; where both of RTI and SHI decreased to be
within the recommended range about 100 % and 0.2, respec-

tively. This can be attributed to the complete elimination of
the hot air recirculation from the hot aisle to the cold aisle
at the first and second racks and the cold air bypass from

the cold aisle to the hot aisle at the last racks.
Fig. 15 illustrates the comparison between the indices

parameters RCI of the two arrangement cases with the basic

case of layout 1 (without containments). As shown in the fig-
ure, adding side containment at the last rack of the cold aisle
(arrangement I) causes slight increases in RTIHI at the first
rack but it does not affect RTILO at the last rack. However

using the side and top containments (arrangement II) improves
both of RTIHI at the first rack and RTILO at the last rack but
their values are still a little bit away from the recommended

ranges.
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Figure 13 Temperature distribution around the first and last racks for layout 2 with and without cold aisle containments.
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6. Conclusions

Numerical investigations of the performance of air cooled up-
flow data centers using perforated air tiles have been carried

out for different arrangements of racks and CRAC layouts
and different configurations of side and roof top cold aisle con-
tainments. Temperature distribution, air flow characteristics

particularly air recirculation and bypass and thermal manage-
ments in data centers are evaluated in terms of the measureable
overall performance parameters (RTI, SHI, RHI and RCI).
The results showed that:
▪ The hot air recirculation, cold air bypass and the measur-

able performance parameters of a rack strongly depend
on the rack location in the racks array.

▪ The CRACs unit layout with respect to the racks row

affects the racks thermal managements especially the first,
middle and last racks in the racks rows.

▪ Using cold aisle containments in the different CRACs layouts
decreases the recirculation and bypass of air flow around the

first, middle and last racks in a rack row and improves the
thermal performance of the data center as the performance
indices moves to be within the recommended ranges.

▪ Roof top containment is more effective in thermal management
enhancement as compared to side containment where the per-
formance indices move to be within the recommended ranges.
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